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Representations in auditory cortex
Tomáš Hromádka and Anthony M Zador
How does auditory cortex represent auditory stimuli, and how

do these representations contribute to behavior? Recent

experimental evidence suggests that activity in auditory cortex

consists of sparse and highly synchronized volleys of activity,

observed both in anesthetized and awake animals. Many

neurons are capable of remarkably precise activity with very

low jitter or spike count variability. Most importantly, animals

are capable of exploiting such precise neuronal activity in

making sensory decisions. Whether the ability of auditory

cortex to exploit fine temporal differences in cortical activity is

unique to auditory modality, or represents a general strategy

used by cortical circuits remains an open question.
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Sparse vs. dense population coding in
auditory cortex
Almost 50 years ago, Hubel and Wiesel showed that many

neurons in the primary visual cortex could be driven to fire

at high rates by appropriately tailored ‘optimal’ stimuli

such as oriented bars. Optimal stimuli capable of driving

neurons in other visual areas, such as area MT, were later

identified. These and other findings have led to what is the

de facto standard model of visual coding and processing.

According to this model, population representations in the

visual cortex are ‘dense,’ consisting of many simul-

taneously active neurons with broad receptive fields, each

contributing to the population response in a similar man-

ner. This model of dense representations is the starting

point for most thinking about cortical representations.

Although the model of dense representations has guided

decades of fruitful research on coding in the visual sys-

tem, it has not been as successfully applied to the auditory

cortex. One reason is that it has been difficult to identify

optimal stimuli capable of driving auditory cortex neurons
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to fire sustained trains of action potentials. As a result, the

focus has been on the initial transient responses elicited at

the onset of a stimulus [1�,2]. Thus, for many years it

appeared that the auditory and visual systems might use

different strategies to represent stimuli. According to this

view, population representations in the auditory cortex

are ‘sparse,’ consisting of only a handful of rather selective

neurons active at any given moment.

Which stimuli are optimal for single neurons and how the

stimuli are represented across neuronal populations are

complementary questions. Optimal stimuli provide an

answer to a question: ‘What are the acoustic features that

drive the particular neuron the most?’ Identification of an

optimal auditory stimulus would be very useful for the

experimenter for a number of reasons. For example, it

would allow her to study the topography of cortical repres-

entations across the auditory cortex. However, the fact that

a particular neuron can be driven at a high rate when

presented with an optimal sound says little about how that

sound—or sounds in general—is represented across a

population of neurons. A complementary question is there-

fore: ‘What is the typical response across the entire popu-

lation to a particular stimulus?’ This second question

emphasizes more the point of view of the animal’s brain.

The simple view of a dichotomy between visual and

auditory representations has recently been challenged. It

has long been clear that responses in the auditory cortex of

anesthetized animals differ from those in awake animals.

Whereas in the anesthetized animal sound-evoked

responses are typically transient, in the awake animal both

transient and sustained responses can be observed. The

difference between responses in the anesthetized and

awake preparations was noted in even the earliest electro-

physiological studies of auditory cortex [3]: ‘The search for

correlates for the steady state [responses toward tones] at

the cortical level has to a large extent been unsuccessful,

and for such information as we do possess we have to thank

those who have used unanesthetized preparations.’ With

the resurgence of work in the awake preparations in the

past decade [4��], many researchers have emphasized the

rich repertoire of neuronal responses in awake animals,

often with a particular focus on sustained responses to

sounds [5,6,7��].

The observation that in the unanesthetized auditory

cortex there are some neurons capable of sustained firing

raised the possibility that some simple class of optimal

stimuli, analogous to visual edges, might be identified.

However, although a substantial fraction of neurons in

auditory cortex can be driven at high rates [7��], the
www.sciencedirect.com
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optimal stimuli needed to drive different neurons are very

diverse: optimal stimuli must be carefully tailored for

most neurons. Moreover, nearby neurons are not driven

by the same optimal stimuli.

The sparseness of representations in auditory cortex of

awake head-fixed rats was recently estimated by sequen-

tially sampling single neurons [8�]. Neuronal activity was

assessed using cell-attached recording methods. Unlike

conventional extracellular recording methods (e.g. with a

high-impedance tungsten electrode) that rely on a suffi-

cient number of large well-isolated spikes to identify a

neuron, cell-attached recording relies on physical contact

between the glass recording pipette and the target

neuron. For this reason cell-attached recording is not

prone to bias recordings toward neurons with high firing

rates. Hromádka et al. found that for a variety of simple

and complex (‘natural’) stimuli, the typical response of in

auditory cortex is sparse; only 5% of neurons responded to

any given stimulus. Thus, although for any given neuron

there might be an optimal stimulus that drives the neuron

well, most stimuli are not optimal for most neurons and

are represented sparsely across the population.

Sparse representations may not be limited to the auditory

cortex. Recent evidence supports the view that responses

in visual cortex may actually be sparse rather than dense
Figure 1

Sparse representations provide more reliable stimulus discrimination. Firing ra

distribution, whereas firing rates in sparse representation (right) are drawn fro

of 25 neurons drawn randomly from corresponding distributions (each circle

neuron’s firing rate). The firing rate patterns drawn from sparse distribution

which could be used to easily discriminate stimulus A from stimulus B. On th

neurons have very similar firing rates.
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[9,10]. Sparse representations have also been proposed for

the barrel [11,12] and olfactory [13] systems. It has been

argued on computational grounds that sparse representa-

tions offer several advantages over dense representations.

For example, sparse patterns of cortical activity are easier

to ‘read-out,’ in a same way that a few fans shouting in an

otherwise silent crowd during a curling match are easier to

identify than many people talking slightly louder in

audience watching a soccer game (Figure 1). Sparse

cortical patterns are also easier to learn with a simple

variant of Hebbian learning, simply because the presence

of very few very active neurons (in a model) tends to

strengthen the same set of synapses.

Auditory cortical responses are precise
There are two common measures of the variability with

which single neurons represent sensory stimuli. The first

is a measure of timing precision, or ‘jitter,’ of spikes. The

jitter is defined by reference to some event, such as the

onset or termination of a stimulus. The most reliable

stimulus-locked spikes in visual cortex have a jitter of less

than 5 ms [14,15] and the most reliable responses in

auditory cortex have jitter of less than 1 ms [1�,2]. Studies

have suggested various roles for the precise spike timing

in auditory cortex, for example, in tracking fine temporal

structure of complex sounds [16], or discriminating

animal vocalizations [17].
tes in dense representation (left) are drawn from a hypothetical Gaussian

m a lognormal distribution. Lower panels illustrate two firing rate patterns

corresponds to a single neuron, and its area is proportional to the

are dominated by a few outliers—a few neurons with high firing rates—

e contrary, patterns drawn from dense distribution are very similar as all
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Another measure of neuronal reliability is the trial-to-trial

variability in spike count. In contrast to some areas of

visual cortex in which spike count variability is usually

high [18]—consistent with a Poisson process—in auditory

cortex some neurons can control spike count very tightly.

Indeed, some neurons generate either zero or one spike

on each trial in response to certain stimuli. Such ‘binary’

responses can be found in both the anesthetized [1�] and

unanesthetized cortex [5,8�,19]. Note that binary in this

context does not mean a given neuron cannot produce

more than one spike. Indeed, the same neuron can

generate binary responses to some stimuli but sustained

responses to others (see e.g. the binary responses in [8�],
figure 2c). The significance of binary responses is that it

implies that at least some cortical areas are capable of

neuronal precision much higher than expected from

previous analyses of visual cortical responses.

Subthreshold responses reflect synchronized
cortical input
Cortical neurons typically receive input from thousands of

other cortical neurons [20,21]. Whereas spiking activity of

a given cortical neuron reflects neuronal output, the

underlying subthreshold activity reflects the activity of

the specific subpopulation of neurons that provide input

to the neuron. Studying subthreshold fluctuations of

membrane potential of cortical neurons in vivo can thus

provide us with a window on population dynamics of

‘relevant’ neurons, that is, of neurons connected to the

neuron under study.

In vivo whole-cell recordings in the auditory cortex of

anesthetized and awake rats reveal that subthreshold

activity is characterized by large, infrequent deviations

in membrane potential (‘bumps’) [22]. Consistent with

sparse representations, these bumps indicate that the

presynaptic neuronal population for any given neuron

is characterized by extended quiet periods interrupted

by brief and highly synchronous periods of intense

activity. Similar bumps have also been described in visual

[23,24] and barrel cortex [25].

Auditory cortex activity and behavior
As outlined above, representations in the auditory cortex

consists of precise, sparse, and synchronous neuronal

activity. How are these representations related to beha-

vior? The data considered so far, whether recorded in the

anesthetized or awake preparation, involved measuring

the effect on neural responses of manipulating acoustic

stimuli. To determine the relationship between neural

activity and behavior requires a paradigm in which the

animal’s behavior is also manipulated.

From the earliest experiments it has been clear that

neural activity in the auditory cortex depends on the

animal’s behavioral state [26]. An important step toward

understanding how changes in neuronal activity might
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contribute to auditory discrimination came from the dis-

covery that attention to a particular target sound can

change the response properties of neurons in the auditory

cortex, for example, by shifting their spectral tuning

[27��]. Interestingly, although attention can enhance

the neuronal response to a particular frequency, simply

engaging in an auditory task suppresses responses when

compared to the baseline response recorded in the passive

condition [28].

Most experimental paradigms seeking to relate neural

activity to behavior rely on correlations: the behavioral

contingencies are manipulated and concomitant changes

in neural activity are detected. Although such exper-

iments are suggestive, they do not establish a causal role

for the correlations detected; these correlations could in

principle be epiphenomena. To establish a causal role for

neural activity in perception requires an experimental

design in which neural activity is manipulated to cause

behavior changes, as in the classical microstimulation

experiments in area MT [29]. Two recent experiments

have used this microstimulation approach to probe the

lower limit on the number of neurons in barrel cortex

needed to drive behavior [30��,31��].

Microstimulation has recently been used to probe the

temporal limits of representations in auditory cortex [32�].
As noted above, neurons can lock with millisecond pre-

cision to the fine timing of some stimuli. However, the

tight temporal correlation between the acoustic stimulus

and the neuronal response in auditory cortex does not

imply that such time-locked neuronal responses can be

used by the animal to generate a behavioral response. To

determine whether such finely time-locked cortical

responses can be exploited by the animal, Yang et al.
implanted electrodes into the auditory cortex of rats and

then trained these animals to distinguish patterns of

microstimulation. Animals could reliably differentiate

between stimuli in which timing differed by as little as

3 ms. The result that fine timing can be exploited by the

animal suggests that it may play a role in representations

in auditory cortex.
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