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Neurons in the primary auditory cortex are tuned to the intensity
and specific frequencies of sounds, but the synaptic mechanisms
underlying this tuning remain uncertain. Inhibition seems to
have a functional role in the formation of cortical receptive
fields, because stimuli often suppress similar or neighbouring
responses1–3, and pharmacological blockade of inhibition broad-
ens tuning curves4,5. Here we use whole-cell recordings in vivo to
disentangle the roles of excitatory and inhibitory activity in the
tone-evoked responses of single neurons in the auditory cortex.
The excitatory and inhibitory receptive fields cover almost
exactly the same areas, in contrast to the predictions of classical
lateral inhibition models. Thus, although inhibition is typically
as strong as excitation, it is not necessary to establish tuning,
even in the receptive field surround. However, inhibition and
excitation occurred in a precise and stereotyped temporal
sequence: an initial barrage of excitatory input was rapidly
quenched by inhibition, truncating the spiking response within
a few (1–4) milliseconds. Balanced inhibition might thus serve to
increase the temporal precision6 and thereby reduce the random-
ness of cortical operation, rather than to increase noise as has
been proposed previously7.
Receptive fields are shaped by the interaction of excitation and

inhibition. In the auditory cortex, indirect measurements of this
interaction by extracellularmethods1–5 have suggested that it follows
a classic organization—lateral inhibition—in which stimulation in
the receptive field centre elicits excitation, and stimulation in the
surround elicits inhibition8. Here we have used in vivo whole-cell
patch-clamp methods to test that model directly by measuring
synaptic inputs evoked by pure tones in rat auditory cortical
neurons9 (Fig. 1). For a subset of neurons (31/62), we improved
the isolation of synaptic conductances by blocking action potentials
with the fast sodium-channel blocker QX-314.
Tone-evoked synaptic conductance changes were large (Fig. 1c),

comparable in magnitude to the largest conductance changes
elicited by visual stimulation in area V1 neurons10–12. The true

conductances were almost certainly higher than the values presented
here, because voltage escape at the subsynaptic membrane due to
electrotonic effects (space-clamp errors) causes an underestimation
of synaptic conductances (see Supplementary Information). We

Figure 1 Tones evoked large transient excitatory and inhibitory conductances of

comparable magnitudes. a, Synaptic currents evoked by a 25-ms tone pip at 1.2 kHz and

66 dB SPL at five holding potentials (48 repetitions). An offset response follows about

25 ms after the onset response. Spikes were blocked with QX-314. b, Instantaneous

synaptic current-voltage (I–V ) curve. Synaptic currents (coloured dots) are plotted against

holding potential (colours as in a) for each of the 48 repetitions (means are indicated by

red open circles) at the time of half-maximal synaptic conductance (33 ms from tone

onset, indicated by the vertical blue line in a). The regression slope and x-intercept give,

respectively, the instantaneous synaptic conductance (5.0 nS) and synaptic reversal

potential (236 mV). c, Continuous synaptic conductance (black line) with 95% regression

confidence limits (shaded region), and its decomposition into excitatory (green) and

inhibitory (red) conductances. Across all cells for which spikes were blocked, the maximal

conductance evoked in each cell was 7.9 ^ 9.7 nS, or 46 ^ 54% of resting input

conductance (n ¼ 31 cells). d, In a different cell, for which spikes were not blocked,

excitatory and inhibitory conductances (bottom, green and red traces) predicted the

spikes (top, raster plot). The predicted (middle, blue trace, see Supplementary Methods)

and actual (middle, orange trace) membrane potentials agreed closely.
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decomposed the conductances into their underlying excitatory and
inhibitory components9,12,13 (see Supplementary Methods). The
inhibitory conductance was typically as large as the excitatory
conductance, which is consistent with the presence of shunting
inhibition10. Each component followed approximately the same
time course as the overall conductance waveform, showing a short-
latency rise followed by a slower decay. Excitation evoked a transient
spiking response (consisting of typically one or at most a few spikes;
Fig. 1d) before being quenched by inhibition after a few
milliseconds.

The total synaptic conductance was tuned for sound frequency
(Fig. 2). The excitatory and inhibitory components were also tuned;
moreover, they were co-tuned, showing approximately the same
dependence on stimulus parameters in a given cell (Fig. 2a–d).
Tuning of spiking responses was narrower than that of conduc-
tances or membrane potential (Fig. 3c), which is consistent with
findings in auditory and other cortical regions13–16. Co-tuning
differs from classical lateral inhibition8, because excitation was at
least as broadly tuned as inhibition, and sometimes more so; some
surround stimuli elicited a purely excitatory response, whereas pure
inhibition was never observed (Fig. 3a). The co-tuning we observed
is therefore different from the organization described in some
simple cells in primary visual cortex, in which excitation and
inhibition can each be elicited in isolation within discrete spatial
subregions11,12, but is reminiscent of other simple cells in which
excitation and inhibition are evoked together from each sub-
region10.

Because inhibition had the same tuning as excitation, the tuning
of the excitatory component alone would, in the absence of timing,
be sufficient to establish a neuron’s dependence on frequency.
Although co-tuned inhibition sharpens tuning, this effect is equiva-
lent to that of any untuned decrease in excitability, such as an
increase in spike threshold. By means of this ‘iceberg effect,’
inhibition (shunting or otherwise) determines how much of the
iceberg is suprathreshold but does not affect the shape of the iceberg
itself (Fig. 3b); our results are therefore consistent with the finding
that pharmacological blockade of inhibition broadens frequency
tuning4,5. In this regard, frequency tuning in auditory cortex is
similar to orientation tuning in some simple cells in primary visual
cortex, which is sharpened by inhibition but which arises mainly
through the convergence of thalamocortical inputs17,18. In contrast,
orientation selectivity in other visual cortical neurons arises
through a diversity of synaptic mechanisms13 and can be influenced
by recurrent cortical circuitry19.
Two-tone suppression, in which one tone modifies (usually

suppresses) the response to a later tone, has been interpreted as
evidence of lateral inhibition in auditory cortical neurons1,2,9,20.
Although our observations can explain how tuning is sharpened
without lateral inhibition, they cannot by themselves account for
two-tone suppression, which can last hundreds of milliseconds—
longer than the inhibitory conductances we recorded (but see ref. 9).
These suppressive effects might therefore be inherited from pre-
synaptic neurons, or they might involve other mechanisms such as
short-term synaptic plasticity21,22.

Figure 2 Excitatory, inhibitory, and total synaptic conductances were co-tuned for sound

frequency and intensity. a, b, The total (black), excitatory (green) and inhibitory (red)

synaptic conductances were all tuned for sound frequency (a) and intensity (b), matching

the best frequency (2 kHz) and intensity (46 dB SPL) for this neuron (same cell as in

Fig. 1a-c). Insets, Peak excitatory (green) and inhibitory (red) conductances showed

similar tuning for frequency (a) and intensity (b). Error bars are obscured by the filled

circles. For this neuron, as in most (29 of 31 cells), the stimulus that elicited maximal

depolarization also elicited the maximal excitatory and total synaptic conductance.

c, d, Co-tuning of normalized mean excitatory and inhibitory conductances for the

population (n ¼ 229 stimulus conditions in 31 cells with spikes blocked) against (c) DF

and (d)DL, whereDF is the frequency (in octaves) andDL is the intensity (in dB) relative to

that which evoked maximal total synaptic conductance. For the population, excitation and

inhibition were highly correlated (correlation coefficient r ¼ 0.80). The ratio of inhibition

to excitation tended to be fixed for a given neuron, but varied from one neuron to the

next (this ratio was 0.74 ^ 0.07 across cells, linear regression slope ^95% confidence,

but regression slopes across cells were significantly different from each other; ANCOVA,

P , 0.05). Of the neurons tested, 70% (7 of 10) were tuned for sound intensity.
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Because inhibition did not seem to be essential to frequency
tuning, we wondered whether it was involved in some form of gain
control23, perhaps resulting from the relatively loud (65 dB sound
pressure level (SPL)) stimuli that we presented. We therefore tested
a wide range of different stimulus intensities (5–65 dB SPL).
However, we found that although total synaptic conductances
were indeed tuned for sound intensity, the balance of excitation
to inhibition remained fixed as intensity varied (Fig. 2b, d). Thus,
co-tuning was a general feature of auditory cortical responses to
simple tones across a wide range of frequencies and intensities.
Tuning for sound intensity (that is, a non-monotonic response to

increasing intensity) has been proposed to result from lateral
inhibition24, which would predict that louder sounds should elicit
stronger inhibition. Alternatively, intensity tuning might result
from an increase in total input conductance12, in which case louder
sounds should elicit a larger total conductance change. However,
neither prediction was satisified; we found non-monotonicity in
both excitatory and inhibitory synaptic conductances (Fig. 2b, d)
underlying the response for all non-monotonic neurons, indicating
that non-monotonicity was inherited from synaptic inputs25. These
observations are consistent with the finding that non-monotonic
cortical cells are not converted into monotonic cells by inhibitory
blockade5.
Because inhibition does not seem essential to either frequency or

intensity tuning, what is its role? One key function of inhibition
might be to sculpt the time course of tone-evoked responses.
Excitation and inhibition appeared in a remarkably precise and
stereotyped temporal sequence (Fig. 4): inhibition typically fol-
lowed excitation after a brief delay (Fig. 4b). This sequence is
consistent with that seen after electrical stimulation of the medial
geniculate body26. In most cells this delay was independent of both
frequency and intensity (Fig. 4c, f, g), indicating that relative timing
did not usually have a function in frequency or intensity tuning. The
delay was stereotyped in the range of 1–4ms (Fig. 4e; themean delay

was 2.4 ^ 3.6ms, for n ¼ 50 stimulus conditions in 17 cells) even
though the latency to the onset of excitation varied, suggesting that
inhibition was locked to the excitation rather than to the stimulus
itself. Because the period between the onset of excitation and
inhibition was short, only a brief window was available for integrat-
ing excitatory synaptic inputs. Spikes were elicited only during this
brief excitatory window (Figs 1d and 3c). Thus, inhibition acts to
enforce the transient3,27, often binary28, nature of stimulus-evoked
responses in auditory cortex.

In aminority of cells (2 of 31, or 6%) the delay between excitation
and inhibition was tuned for tone frequency (Fig. 4d). In these
neurons themaximal depolarization corresponded not to the largest
conductance but rather to the longest delay (and the least inhi-
bition). Thus, in a fraction of neurons, timingmight have a function
in tuning. However, because we did not record spiking responses for
these neurons, it is unclear whether these longer delays give rise to
sustained firing here or in neurons driven by frequency-modulated
sweeps, inwhich such long and stimulus-dependent delays have also
been reported9.

Although sensory stimuli elicit both excitation and inhibition in
auditory and other sensory systems9–14,29, the consistently short and
stereotyped delay we observed between excitation and inhibition,
and its relationship to transient spiking, have not previously been
reported. In contrast, long and variable delays have been proposed
to underlie sweep selectivity in auditory cortex9. This difference
between short, sterotyped delays and long, variable delays might be
due to the differences in stimuli (tones as opposed to sweeps),
suggesting that excitatory–inhibitory delays might have different
functional roles in shaping the responses to different classes of
sounds. Similarly, excitation and inhibition in some simple cells of
the primary visual cortex seem to have discrete subregions in
space11, yet are co-tuned for orientation12.

A balance between excitation and inhibition has previously been
proposed to account for the apparently random firing of cortical

Figure 3 Co-tuned excitation and inhibition governs spiking. a, Distribution of the fraction

of excitatory conductance Fe ¼ ge/(ge þ g i ), where ge and g i are peak conductances

(excitatory and inhibitory, respectively), across all stimuli (responses were included only if

the total synaptic conductance was more than 1 nS); mean 0.61 ^ 0.21 (n ¼ 53

stimulus conditions in 11 cells). Note that pure inhibition was never observed (Fe , 0.2),

whereas pure excitation was often observed (Fe < 1). b, Sharpening of tuning can arise

from identical excitatory and inhibitory receptive fields. Idealized identical ge (green) and

g i (red) tuning curves predict a depolarization tuning curve (black) that is sharpened in

comparison with the depolarization produced by excitation alone (orange), especially

when a spike initiation threshold (dotted horizontal line) is considered. c, For spiking cells,

tuning of spikes was co-tuned with, and narrower than, subthreshold responses (same

cell and format as in Fig. 1d). In all neurons for which tuning of both spikes and

conductances could be assessed, the same stimulus elicited maximal spike count, peak

excitatory conductance and peak inhibitory conductance (n ¼ 16 cells). For this cell, root-

mean-square error (see Supplementary Methods) between the predicted and actual V m

was 4.6 mV (population average 3.0 ^ 2.6; n ¼ 21).

letters to nature

NATURE | VOL 426 | 27 NOVEMBER 2003 | www.nature.com/nature444 © 2003        Nature  Publishing Group



Figure 4 Excitatory conductance preceded inhibitory conductance by a brief delay. a, The

excitatory conductance (green) led the inhibitory conductance (red) across frequencies

(different neuron from those shown in Figs 1–3). b, Delays were extracted from

normalized conductance waveforms at half maximal amplitude (excitation minus

inhibition). c, Delays (blue circles, left ordinate) and peak DV̂m (red circles, right ordinate)

for this cell, plotted as a function of frequency. Error bars are standard deviations obtained

by bootstrap resampling. d, For a different cell, delay followed the same trend as peak D

V̂ m as a function of frequency: both were maximal at the best frequency (32 kHz) for this

cell (symbols as in c). e, Bottom: distribution of delays across all cells and stimuli. The

mean delay was 2.4 ^ 3.6 ms (n ¼ 17 cells). For normalization, responses were

included only if both excitation and inhibition were more than 2 nS. Delays of more than

20 ms (corresponding to delays between onset and offset responses) were discarded.

Top: for each response, delay is plotted against its confidence level (the standard deviation

obtained by bootstrap resampling). Delays with strong confidence (that is, small values on

the ordinate) tend to fall in the range 1–4 ms. All but two delays fall within two standard

deviations (solid curve) of the range 1–4 ms (dotted line shows one standard deviation), as

expected by chance. Responses from the delay-tuned cell in d are shown in red.

f, g, Delay plotted against DF (n ¼ 13 cells) (f) and DL (n ¼ 4 cells) (g). Across the

population, delay did not show a significant effect of either frequency or intensity (one-way

ANOVA).

Figure 5 Simulation showing that excitation followed by balanced inhibition increases

temporal precision, whereas excitation balanced on average by inhibition decreases

temporal precision, using an integrate-and-fire model. a, Simulated synaptic input volleys

had a mean inhibitory delay of 2.5 ms and a jitter of 1 ms standard deviation. From bottom

to top: resulting excitatory (green) and inhibitory (red) synaptic conductances; resulting

membrane potential (black lines); and output spike times (black vertical marks) for ten

repeated trials. Time jitter in the output spike was 0.6 ms, indicating that inhibitory

quenching increased temporal precision relative to the 1-ms input jitter. b, When

excitatory and inhibitory synaptic inputs were instead balanced on average over a 100-ms

window, again with 1 ms trial-to-trial jitter, firing was highly sensitive to input jitter. Time

jitter in the output spike was 4.7 ms, indicating that balanced inhibition increased

randomness. (Because inputs in b were spread out over a longer time window than in a,

the number of inputs was increased from 20 to 56 to achieve the same mean spike count

of 1.0 per trial.
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neurons by producing large random fluctuations in the membrane
potential7. In such models, however, it is only the average rate of
excitatory and inhibitory postsynaptic potentials that is balanced;
the individual events occur at random times, like raindrops. By
contrast, the tight coordination we observed reflects a more precise
control of cortical circuitry, unlikely to arise from random and
independent synaptic activity arriving at a uniform rate30. More-
over, the rapid quenching of excitation by inhibition limits the
window available for temporal summation, enabling neurons to
behave as coincidence detectors and thereby increasing temporal
precision6.
We illustrate this distinction by using a simple integrate-and-fire

model (Fig. 5). Balanced but delayed inhibition decreased the trial-
to-trial jitter in output spike times compared with the jitter in the
input spike times (from 1ms to 0.6ms; Fig. 5a), whereas excitation
and inhibition that were balanced on average instead increased spike
time jitter (from 1ms to 4.7ms; Fig. 5b). In both of these models,
excitation and inhibition are balanced, but in a different sense: a
continuing balance produces irregular firing (similar to responses
observed in visual cortex, whichmotivate suchmodels), whereas the
transient and temporally offset balance we have observed produces
highly transient spiking responses (Figs 1d and 3c), which is
consistent with previous findings in auditory cortex3,27,28. Thus
our data suggest that balanced inhibition can sharpen neural
responses in time, reducing rather than increasing the randomness
of cortical operation. A

Methods
We recorded from 62 cells in primary auditory cortex (all subpial depths) of anaesthetized
(ketamine–medetomidine) rats aged 17–24 days after birth, using standard blind in vivo
whole-cell methods. Pure tones had a duration of either 25ms with a 5ms 10–90% cosine-
squared ramp, or 70mswith a 20ms ramp, and were delivered free-field at a rate of 1–2 per
second using a calibrated electrostatic speaker in a double-walled sound booth. Total
synaptic conductance, corrected for series resistance, was computed assuming an
isopotential neuron (see Supplementary Methods for further details).
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The human oncogene b-catenin is a bifunctional protein with
critical roles in both cell adhesion and transcriptional regulation
in the Wnt pathway1–3. Wnt/b-catenin signalling has been impli-
cated in developmental processes as diverse as elaboration of
embryonic polarity2–6, formation of germ layers4–8, neural pat-
terning, spindle orientation and gap junction communication2,
but the ancestral function of b-catenin remains unclear. In many
animal embryos, activation of b-catenin signalling occurs in
blastomeres that mark the site of gastrulation and endomeso-
derm formation5–10, raising the possibility that asymmetric
activation of b-catenin signalling specified embryonic polarity
and segregated germ layers in the common ancestor of bilaterally
symmetrical animals. To test whether nuclear translocation of
b-catenin is involved in axial identity and/or germ layer for-
mation in ‘pre-bilaterians’, we examined the in vivo distribution,
stability and function of b-catenin protein in embryos of the sea
anemone Nematostella vectensis (Cnidaria, Anthozoa). Here we

letters to nature

NATURE | VOL 426 | 27 NOVEMBER 2003 | www.nature.com/nature446 © 2003        Nature  Publishing Group


	Balanced inhibition underlies  tuning and sharpens spike timing in auditory cortex

